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Rapid improvements in computer vision

Potential to aid in tasks where previous 
solutions struggled → Assistive devices 
for visually impaired

Challenges: large size, privacy, 
affordability, widespread deployment

A network architecture exploration approach is investigated to 
create an optimal object detection network for OLIV 

Numerical optimization problem: find a set of 
hyperparameters that optimizes the trade-offs between 
accuracy, speed, and size of the deep neural network.

Background

Goal

Introduction Micro-architecture design exploration

Results and Discussion

Width and Resolution Multiplier
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As the width multiplier and 
input resolution increase, 
the mAP and CPU run-time 
also increase

mAP plot: there is little 
increase in mAP after the 
width multiplier reaches 
1.15 and input resolution 
reaches 220

CPU time plot: run-time 
continues to increase 
linearly as the width 
multiplier and input 
resolution increase

OLIV
Width multiplier of 1.3 and input resolution 
of 224 achieved the highest score → 
balanced trade-offs for OLIV

Resulted in a well-suited compact object 
detection model that offers a balanced 
trade-off between accuracy, speed and size

Potential to be applied to other assistive 
devices to offer users a cost-efficient and 
secure solution

Exploration of hyperparameters, width and resolution multiplier, to find a MobileNetV2-SSD 
network that offers the best trade-offs between performance, speed and size

To address the trade-off between accuracy, speed and size, the micro-architecture exploration 
approach is formulated as a numerical optimization problem

The formal objective function used to determine the most optimal hyperparameters for this 
application is defined as:

width multiplier resolution multiplier

accuracy of network

# of params in network CPU running time
modified NetScore


